
ADVANCED INTERAGENCY CONSULTATION TRAINING

Study Guide for Response Analyses

1.0 Introduction
Exposure analyses identify how many individuals of which species are likely to co-occur with an 
Action’s effects and the details of that co-occurrence — what they would be exposed to and how 
that exposure would vary with space and over time. Given that exposure,  it is important to know 
how those individuals are likely to respond to that exposure. Are they likely to die? Delay repro-
duction? Produce fewer young or seeds? Grow slower and take longer to mature? Stop feeding? 
Abandon their territory? 

Similar questions follow any exposure analyses for critical habitat. Is the forage base likely to 
decline in all or a portion of the designated area? Would the area become overgrown? Would tem-

Summary of this Module

1. Response analyses are designed to identify  to how listed resources are likely  to re-

spond to being exposed to potential stressors and subsidies produced directly  or indi-

rectly  by  federal Actions and any  interrelated and interdependent activities.

2. Response analyses involve three basic steps: (a) gather evidence of  the potential re-

sponses of  listed resources (or surrogates) to an Action’s stressors, subsidies, or both; 

(b) critically  appraise that evidence to identify  the responses that have the best  support 

in the available evidence; and (c) identify  the responses that are most likely  given the 

prior condition of  the listed resources and the particular circumstances surrounding a 

federal Action.

3. Response analyses based on individual organisms include an additional step: connect-

ing the responses of  those individuals (given their prior condition) to variables that are 

relevant  demographically.

4. Habitat-based response analyses begin by  identifying the probable responses of  a spe-

cies’ habitat to stressors or subsidies produced directly  or indirectly  by  federal Actions, 

then they  identify  the response of  listed species to those changed habitat conditions.

5. Response analyses for listed species (as opposed to analyses for designated critical 

habitat) begin with the responses of  the individuals that would be exposed to an Action’s 

direct  or indirect effects on the environment, which requires an accurate assessment of 

the antecedent conditions of  those individuals.
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peratures increase (or decrease)? Would the soil or substrate acidify? Would the incidence of fire 
increase or decrease? Response analyses answer these questions.  Response analyses determine 
how listed resources are likely to respond after being exposed to an Action’s effects on the envi-
ronment or directly on listed species themselves. For habitat-based assessments, response analyses 
are where we establish relationships between habitat change and a listed species’ response to that 
change. In short, response analyses help translate exposure into risk.

The idea behind response analyses is not new: Service consulting biologists already include the 
essence of response analyses in biological opinions. However, like exposure and risk analyses, 
response analyses lend structure to consultations that allows the Services to involve Action Agen-
cies (and any applicant) in the process of assessing the effects of their actions on listed resources. 
Involving Action Agencies in the process of establishing how listed resources are likely to respond 
upon being exposed to their Action’s effects is an important step in providing transparency to in-
teragency consultations and will help them understand the basis for the Service conclusions.

The conclusions of our response analyses should be driven primarily by the evidence available 
from published sources (journal articles,  conference proceedings,  etc.), unpublished sources (re-
ports produced by government agencies, consultancies,  institutes,  and environmental organiza-
tions; doctoral dissertations; and master’s theses), and any data that Service biologists may have 
collected or be able to access. Although some of this evidence will need to be interpreted, most of 
that interpretation should occur as part of Service risk analyses. As a result,  this step of our as-
sessments will be driven by the questions we ask, questions the action agency or applicant ask, the 
quality of our search strategies, and the information we extract from search results.

2.0 ! What Does the “Response” in “Response Analysis” Mean?

Following the analytical framework for consultations, we begin an assessment by subdividing 
proposed Actions into component parts (which we have called “deconstructing the action”) to 
increase our ability to detect the various pathways and mechanisms by which Actions affect the 
natural environment.  Then we identify the physical, chemical,  and biotic effects of those compo-
nent parts, following them as they move from their source(s) through landscapes, watersheds, 
coasts, oceans, and the atmosphere over time.

Armed with that information, we then work with an Action Agency and applicant (if any) to iden-
tify the threatened or endangered species and designated critical habitat are likely to co-occur with 
an Action’s direct or indirect effects on the environment (which we have called “exposure analy-
ses”). In addition to determining which listed resources are likely to co-occur with an Action’s 
effects, exposure analyses identify where and when the exposure is likely to occur, how frequently 
the exposure would occur, how long the exposure would occur, and the intensity of any exposure 
in terms of it severity (for example, destruction of an organism’s habitat instead of habitat modifi-
cation), concentration (for sediments, chemicals, pathogens, etc.), received levels (for noise and 
other audible disturbance), or similar units of measure.

Response analyses identify how listed resources are likely to respond or react upon being exposed 
to an Action’s effects. In this case,  “responses” mean the physical, behavioral, and physiological 
reactions of individual, listed species when they are exposed to an Action’s effects. It includes 
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individuals that are wounded or die upon exposure; physiological responses like reduced fecundity 
or increased spontaneous abortion rates that are evidence of “harm” or “harassment”; behavioral 
responses like abandoning a territory or site that might also be evidence of “harm” or “harass-
ment”; physiological responses that are evidence of “stress” that may have immediate effect on the 
individuals that have been exposed, chronic effect on the individuals’ fitness, or may simply mag-
nify the individuals organisms’ responses to future stressors.  Response analyses, then, consist of 
any acute,  chronic, or latent reactions in individual members of listed species that are likely to be 
exposed to an Action’s effects.

2.1 The Potential Responses of Animals to Human Activities

Animals responses to human activities will generally fall into four categories: no response,  physi-
cal responses, behavioral responses,  and physiological responses (see Figure 1). 

1. No Responses means no apparent or observed response and encompasses an animal’s 
normal behavioral repertoire. It is important to remember that we should interpret evi-
dence that suggests species did not respond to human activity cautiously: we should 
distinguish between “no response” and “no apparent response.” It will often be impossi-
ble for human observers to distinguish between an animal’s normal range of responses 
and its responses to human stimuli.

2. Physical Responses encompass the entire range of traumas to the bodies, organs,  or tis-
sues of animals caused by natural and anthropogenic stimuli. Physical responses will 
usually result from physical interactions between an Action’s effects and individual ani-
mals: capturing an animal in a net, wounding it with a trap, injuring it with electroshocks, 
shooting it.  The most serious of these responses might immediately kill individual ani-
mals. Less serious responses might injure the animals or represent traumas that might not 
kill an animal,  but might impair the animal’s ability to defend its territory, forage, mi-
grate, reproduce, or rear its young successfully.  

REVISED DRAFT RESPONSE ANALYSIS

3

Figure 1. An illustration of the range of animal responses to physical, chemical, or biotic stressors. 
The mortality values in the right end of the spectrum reflect phenomena that are known to be lethal, but only 
in a portion of cases
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Physical responses can be acute or chronic. However,  unlike other responses, physical 
responses usually do not involve habituation and often are not reversible.

3. Behavioral Responses encompass all behavioral reactions and responses to natural and 
anthropogenic stimuli.  Some of these responses will be reflex responses that an animal 
would exhibit regardless of the stimulus (for example, an opossum passing out or a vul-
ture “purging” when startled). Some of these responses (such as alert responses or some 
avoidance) reflect an animal’s awareness  — a bald eagle that is aware of a human pres-
ence, but the human is still to far away to cause the eagle to flush — rather than adverse 
reactions to a stimulus (we would not detect any differences in pulse rates, respiration 
rates, energy charges,  or hormones that would indicate the animal was stressed in any 
way). Behavioral responses can be acute or chronic and can often be mitigated by ha-
bituation,  which would cause an animal to become less sensitive to a stimulus (that is, the 
animal’s response would move toward to left — toward no response — of the scale in 
Figure 1).

4. Physiological Responses encompass the full range of internal changes in body function 
and chemistry that are associated with “stress.”  Almost all of these responses are “sub-
lethal” (acute or chronic) responses that affect animal by changing their physiology. 
Physiological responses include increased production of “stress” hormones like epineph-
rine and norepinephrine (which are responsible for “fight or flight” responses that in-
crease heart rates and blood flow to muscles) and corticosteroids (which can increase an 
animal’s metabolic rate).  

Some physiological responses, such as production of stress hormones like glucocorticos-
teroids, will increase an animal’s energy demand above its basal energy requirements 
(called “allostatic load”). These increases in energy demand can result from an animal’s 
daily and seasonal routine, particularly when combined with the extra energy animal’s 
need to migrate, molt, breed, etc. When an animal’s physiological responses to an Ac-
tion’s direct or indirect effects dramatically increase the animal’s energy demands (a con-
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Figure 2. An illustration of the relationship  between an animal’s overt responses and the animal’s internal 
state.  As in Figure 1, the mortality values in the right end of the spectrum reflect phenomena that are 
known to be lethal,  but  only in a portion of  cases.



dition called “allostatic overload”), the animal can experience serious pathologies like 
decreased immune function,  stunted growth, and infertility.

When an animal’s energy demands exceed its energy income (a condition called “Type 1 
allostatic overload”), the animal may enter a “survival mode” or “emergency life history 
state” that allows the animal to decrease its energy demand and regain positive energy 
balance.  When the stressors responsible for the increased energy demand abate, the ani-
mal can return to physiological and energetic states characteristic of a normal life cycle. 
For example: breeding birds rely on the increased availability of food in the spring to 
raise their young. If inclement weather increases their homeostatic costs at the same time 
the birds face the additional demands of breeding and rearing young and also reduces the 
supply of food the birds need to sustain increased energy demand (increased allostatic 
load) associated with breeding, then individual birds will face negative energy balances, 
loss of body mass,  and may suppress reproduction. Other physiological responses appear 
as reductions in the size, number, and viability of an animal’s eggs, or increases in the 
number of miscarriages.

Animals will often try to mitigate some physiological responses through behavior and we 
will often use these behavioral responses as evidence of physiological responses or 
“stress”: increases in an animal’s respiration (for example,  increased panting in terrestrial 
vertebrates or increased surfacing rates in aquatic mammals), reductions in an animal’s 
foraging activity and foraging success, and reduced body condition and reduced growth 
rates (which can result from reduced foraging success, but can also indicate physiological 
stress).  Physiological responses can be acute or chronic, lethal or sub-lethal.  Similarly, 
some physiological responses are reversible (generally the responses enveloped by the 
“distress” zone in Figure 2).

Figure 1 illustrates the range of responses that would be apparent or observable by a human ob-
server, but — absent visual symptoms like depleted somatic condition,  disorientation, or disease 
— these responses provide no information on the internal state of the animal. An animal’s internal 
state, particularly physiological and biochemical indicators of stress, is a more sensitive and robust 
indicator of an animal’s response to stressors in its environment (Figure 2). As the left side of Fig-
ure 2 illustrates,  we might conclude that an animal has had “no response” to an Action’s effects 
when, in fact, the animal is experiencing internal stress (Fair and Becker 2000, Gill et al. 2001). 
For that reason, when we conclude that an animal has had “no response” to an Action’s effects, we 
have some risk of reaching a false conclusion. That risk increases when we rely on studies or evi-
dence that have not measured the internal state of study subjects (see Baker and Johanos 2002 and 
Krausman et al.  1998 for examples of studies that examined the effects of human activity on the 
internal states of listed animals).  The risk of falsely concluding “no response” is highest with be-
havioral and sub-lethal responses which require humans to interpret an animal’s behavior or inter-
pret data on an animal’s health (which may also result from differences between individuals in a 
population or environmental change that is unrelated to an Action’s effects).
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2.2 The Potential Responses of Plants to Human Activities

In plants, responses will generally fall into four categories: no response, sub-lethal responses, and 
lethal responses (see Figure 3).  

1. No Responses usually means “no apparent” or “no observed” response and encompasses 
a plant’s normal growth rate, phenology (annual cycle of seedling emergence, floral de-
velopment, seed formation, etc.), visual appearance,  or fecundity. Because it will often be 
impossible for human observers to distinguish between a plant’s normal range of re-
sponses and its responses to a human stimulus,  carefully review the experimental designs 
of studies that conclude “no response” to be certain that the study could have reached that 
conclusion.

2. Physical Responses encompass the entire range of traumas to the bodies, organs,  or tis-
sues of animals caused by natural and anthropogenic stimuli. Physical responses will 
usually result from the direct effects of Actions on individual animals. The most serious 
of these responses would immediately kill individual animals. Less serious responses 
would injure the animals or represent traumas that might not kill an animal,  but impair 
the animal’s ability to defend its territory, forage, migrate, reproduce,  or rear its young 
successfully. 

Physical responses can be acute or chronic. However,  unlike other responses, physical 
responses usually do not involve habituation and often are not reversible.

3. Physiological Responses encompass the full range of internal, chemical changes that gen-
erally indicate “stress” in plants. Like the physiological responses of animals, plants also 
exhibit sub-lethal responses to stress through mechanisms like increased transpiration or 
other signs of water stress, reductions in the area of vegetative organs, poor condition, 
reduced growth rates (which indicate water or biochemical stress), reductions in the 
number or size of seeds and reduced vegetative reproduction (in some species, reduced 
reproductive success or sexual reproduction can lead to increased vegetative reproduc-
tion). Sub-lethal responses can be acute or chronic.
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Figure 3. An illustration of the range of plant responses to physical, chemical, or biotic stressors. 

The mortality  values in the right end of  the spectrum reflect phenomena that are known to be lethal (and, in 

plants, can include grazers or disease), but only  in a portion of  cases.



3.0 Response Analyses for Listed Species

Thus far, we have identified the different ways that species can potentially respond to stressors and 
subsidies produced directly or indirectly by an Action. Step one of response analyses,  which con-
sists of identifying an organism’s physical, behavioral, and physiological potential responses, re-
quires consulting biologists to collect and analyze some data, this part of response analyses is 
relatively simple. Step two of response analyses 

is more challenging because it requires consulting biologists to convert any physical,  behavioral, 
and physiological responses they identify in Step 1 into specific demographic or life-history vari-
ables.  By completing this conversion, consulting biologists lay a foundation for the risk analyses 
that lie at the heart of any consultation.

Any assessment of the risks human activities or natural phenomena will begin by assessing 
changes in one or more of the following demographic (or life-history) variables: changes in the 
number of individuals in a population, changes in their survival (or mortality), growth rates of 
individuals (increases in body size),  fecundity, maternity,  and dispersal (immigration and emigra-
tion). These variables have been shown to have the most consistent relationships with a popula-
tion’s rates of growth or decline (usually expressed as a population’s continuous rate of increase,  r, 

or the population’s finite rate of increase, λ or lambda) and, consequently, the most consistent 
relationships between a population’s chances of surviving or risk of extinction (Caswell 2001, 
Dennis et al. 1991, Heppell et al. 2000, Morris and Doak 2002, Oli and Dobson 2003,  Rae and 
Ebert 2002, Ratsirarson et al. 1996, Ratner et al. 1997, Reed et al.  1998, Stearns 1992). In greater 
detail, the variables are:

1. Number of  individuals of a particular age or stage in a particular time interval (usually 
denoted nx). This demographic term captures the effects of Actions that kill individuals 
and, therefore, reduce the number of individuals of a particular age or stage. It also cap-
tures other important changes in a population’s fitness: for example, reducing maternity 
rates in a population will reduce the number of young-of-the-year individuals in the 
population; as this smaller cohort ages and becomes reproductive, the number of adults in 
the population will be smaller (without immigration).

When considering the changes in the number of individuals in a population, our response 
analyses should always try to distinguish between the number of individuals in different 
ages or stages that would exhibit a response. Actions that kill eggs have different conse-
quences for populations than actions that kill juveniles, sub-adults, breeding adults, or 
post-reproductive adults. Quantitative studies of the ecology of species that are long-
lived, become sexually mature late in life, and produce small numbers of young have 
demonstrated that adult survival (usually adult females) often has the greatest effect on 
population’s rates of growth or decline (for examples,  see Caswell 2001, Forys and Hum-
phrey 1999, Heppell et al. 2000,  Marmontel et al.  1997, Oli and Dobson 2003, Wiegand 
et al. 1998, Wielgus et al. 2001, Wisdom and Mills 1997).

2. Number of individuals of a particular age or stage that survive during a time interval 
(usually denoted Sx). This demographic term and its counterpart,  the number of individu-
als that die during a time interval, also captures the effects of Actions that kill individuals 
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and, therefore, reduce the number of individuals of a particular age or stage. This demo-
graphic variable differs from the preceding variable because it addresses the survival (or 
its substitute, mortality) of individuals rather than there numbers. Using this variable (or 
its substitute, mortality), we can capture actions that have delayed or latent effects as well 
as immediate effects on population numbers. Like the previous note, this demographic 
term also captures other important changes in a population’s fitness: for example, reduc-
ing the survival of adult females in a population will reduce the population’s maternity 
rates, which will reduce the number of young-of-the-year individuals in the population’s 
next generation, and so on.

With this demographic variable, our response analyses should distinguish between indi-
viduals of different ages or stages. Actions that reduce the survival of eggs have different 
consequences for populations than actions that reduce the survival of juveniles, sub-
adults, breeding adults, or post-reproductive adults.

3. Growth rates of individuals plants or animals of a particular age or stage over a particu-
lar interval of time (usually denoted gx1). This is one of the most important demographic 
variables for our risk analyses because of its relationship with other demographic vari-
ables.  For example, reducing an individual’s growth rate can cause the individual to be-
come sexually mature later than other individuals in the same population; it can cause the 
individual to have a smaller body size when it finally matures; it can cause animals to 
have smaller numbers of eggs, or smaller eggs; or increase the time interval between 
repeated spawning (Stearns 1993).

Changes in growth rates are commonly associated with habitat destruction or modifica-
tion which reduces the amount, quality, or availability of food or prey in animals. As 
discussed previously, these kinds of phenomena can push an animal into allostatic over-
load (increasing an animal’s energy demands while reducing the energy available to the 
animal) which will often reduce the animal’s rate of growth (McEwen and Wiegand 2003, 
Monaghan et al. 1992, Oro et al. 2004).
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Figure 4. A  generic illustration of a population’s 
response to habitat change

Figure 5.  A  more accurate illustration of the general 
relationship between “habitat”  change and a popu-
lation’s response to that change



4. Annual fecundity— or the number of eggs or seeds — produced by an adult female of a 
particular age or stage (usually denoted fx) or increasing the variance in a population’s 
fecundity rates. Here, we distinguish between fecundity and maternity because some 
adult plants and animals will not dedicate energy to producing eggs or will produce fewer 
or smaller eggs when they are under stress, while others will produce the same number of 
eggs, but a greater percentage of those eggs will not be viable (Stearns 1993). Fecundity 
captures the former response, maternity captures the latter response.

Like reductions in growth, changes in fecundity are commonly associated with habitat 
destruction or modification which reduces the amount, quality, or availability of food or 
prey in animals.  In plants, it can be associated with extended drought cycles or flooding, 
or changes in the availability of soil nutrients. In both plants and animals, reductions in 
fecundity can be caused by disease or infestation.  As discussed previously, reductions in 
fecundity can be a symptom of allostatic overload (increasing an animal’s energy de-
mands while reducing the amount of energy available to the animal,  usually by reducing 
its forage or prey base). For mammals that mature early and have high maternity rates, 
Oli and Dobson (2003) demonstrated that changes in fecundity was second only to the 

age of sexual maturity in determining population growth rates (λ).

5. Annual maternity — or the number of eggs that survive to hatch,  the number of fetuses 
that are born, or the number of seeds the germinate — for adult females of a particular 
age or stage (usually denoted mx). As discussed in the previous note,  we distinguish be-
tween fecundity and maternity because some adult plants and animals will not dedicate 
energy to producing eggs or will produce fewer or smaller eggs when they are under 
stress, while others will produce the same number of eggs, but a greater percentage of 
those eggs will not be viable (Stearns 1993). Maternity captures the latter response. Ma-
ternity also captures more subtle responses: for example, maternity can capture changes 
in the age or sexual maturity, reductions in the number of second- or third-year adults that 
given birth,  or increases in the number of sub-adults that given birth.

Like reductions in growth,  changes in maternity are commonly associated with habitat 
destruction or modification which reduces the amount, quality, or availability of food or 
prey in animals.  Chronic stress and its physiological consequences can also reduce an 
animal’s maternity.  In plants, it can be associated with extended drought cycles or flood-
ing, or changes in the availability of soil nutrients. In both plants and animals, reductions 
in fecundity can be caused by disease or infestation. As discussed previously, reductions 
in fecundity can be a symptom of allostatic overload (increasing an animal’s energy de-
mands while reducing the energy available to the animal). 

6. Number of individuals of a particular age or stage that immigrate into a population 
(usually denoted Ix). Immigration and immigration rates can be critical to the survival of 
some “open” populations (populations or metapopulations that are connected by dispers-
ing individuals). Immigrants can help prevent inbreeding depression, it can allow indi-
viduals to recolonize an area that has been extirpated, it can “rescue” subpopulations that 
have declined and have become non-viable, or it can allow subpopulations with negative 
growth rates (“sink” populations) to persist.
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If our exposure analyses establish that the population in the Action Area is a “sink” 
population, it will be particularly important for us to identify any reductions in the num-
ber of individuals that immigrate into the population or changes in the age, stage, or re-
productive condition of the immigrants.

7. Number of individuals of a particular age or stage that emigrate from a population 
(usually denoted Ex). Like immigration, emigration can also be critical to the survival of 
some “open” populations (populations or metapopulations that are connected by dispers-
ing individuals). Without emigrants, there are no immigrants to help prevent inbreeding 
depression, recolonize an area that has been extirpated, “rescue” subpopulations that have 
declined and have become non-viable.

8.  If our exposure analyses establish that the population in the Action Area is a “source” 
population, it will be particularly important for us to identify any reductions in the num-
ber of individuals that emigrate from the population or changes in the age, stage, or re-
productive condition of the emigrants.

Although most of our risk assessments will be qualitative, the relationships between these vari-
ables,  population growth rates (or rates of decline), and a species’ risks of extinction (or chances of 
persistence) will remain the same. In addition to these demographic variables, we will also need to 
retain any information on changes in behavior, because of relationships between animal behavior 
and the survival of their populations in the wild.

4.0 Response Analyses for Habitat-Based Assessments

Consulting biologists commonly use habitat as a proxy for species. In fact,  habitat-based assess-
ments are the most common approach consulting biologists use in consultations. One assumption 
underlying habitat-based assessments is that the loss and fragmentation of habitat would reduce 
the size of a population of listed resources (Figure 4). Ecologically, it would be more correct to 
think of “habitat” as a generic term for the physical, chemical, and biotic resources species need to 
complete all or portions of their life cycles (Figure 5). That is, Actions do not affect “habitat” they 
affect the physical,  chemical, or biotic resources that individual animals (or plants) require; indi-
vidual animals respond to changes in those resources (Figure 5). 

Habitat-based analyses rely on the relationship between individual animals and the resources they 
require, but we often only imply those relationships rather than being specific about them. For 
example, in the situation illustrated in Figure 5, where an Action’s effects reduce the number of 
nesting sites available to a species in a particular area, the individuals are likely to respond with 
reduced fecundity, maternity, and perhaps reductions in the number of adults in a population as 
they engage in lethal contests over a nest site. Depending on the species, the population could also 
experience some emigration as unsuccessful adults leave an area in search of suitable nesting sites. 
However, adults that successfully find nest sites in an area affected by an Action should reproduce 
successfully because the Action does not affect their prey base.

The same would not be true with Actions that affect an animal’s prey base but not the number of 
nest sites. Reductions in a species’  prey base would affect all members of a population, regardless 
of their gender, age,  or stage. Depending on the magnitude of the reduction, the change in the 
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population’s prey base would reduce individual growth rates, the fecundity or maternity of adults 
occupying the site, reduce neonate and juvenile survival (or increase their mortality) and reduce 
adult survival rates.

When we conduct habitat-based jeopardy analyses, in which “habitat modification” or “habitat 
destruction” are how an Action has demographic effect on individual members or populations of 
listed species, we need to specify the nature of the habitat change and connect that change to the 
species’ demography. That is, our references to “habitat modification” or “habitat destruction” are 
generic substitutes for more specific phenomena that have specific demographic consequences for 
listed species,  including disruption or elimination of an organism’s prey base, alteration of the 
cover an organism needs to reduce its risk of predation, alteration of the physical structure an 
organism uses for reproduction, etcetera. In these instances,  we should specify the nature of the 
habitat change rather than conduct our assessment based on generic “habitat modification” or 
“habitat destruction.  

For example, destroying an organism’s prey base and eliminating the cover an organism needs to 
reduce its risk of predation are both forms of “habitat destruction or modification.” However, both 
of them affect species through different mechanisms and have completely different demographic 
consequences for species. Destroying an organism’s prey base — either by reducing the quantity 
of prey, its quality, or its availability — increases competition for the remaining prey, may reduce 
the fertility of adult females, increase the number of live births in adult females, reduces the 
growth rates of individuals exposed, and tend to have disproportionate affects on younger, smaller, 
or subordinate individuals. Eliminating the cover an organism needs to reduce its risk of predation 
increases the predation risks of individual organisms and, depending on the organism, will affect 
the survival of specific age classes or all age classes equally.

As a result, habitat-based response analyses require us to make an additional step to connect expo-
sure to  potential stressors and demographic responses of listed species. Our knowledge of the 
demographic responses any habitat changes are likely to elicit specific demographic responses in 
the individuals that occupy the habitat should determine whether we conclude that a habitat 
change is likely to “adversely affect” listed species. If we cannot build compelling arguments that 
a habitat change is likely to result in adverse, demographic responses, then we should reconsider 
any conclusions we might have reached during a consultation. In response analyses we conduct 
with habitat-based assessments, our “data” are the exposure of specific elements of a species’ 
habitat to stressors associated with elements of an Action, our first conclusion is that those ele-
ments of the habitat would change in a particular direction in response to that exposure. Our sec-
ondary conclusion is that the individuals occupying the habitat(s) would experience particular 
demographic responses. As with the earlier steps, we must provide warrants and backing for our 
habitat-based response analyses. Our backing would generally consist of our studies of patterns of 
responses in (a) habitats of other populations of the same species,  (b) habitats of other species,  (c) 
ecological theory, and (d) computer simulations and modeling exercises.

With habitat-based assessments, our response analyses should establish causal relationships be-
tween potential stressor(s),  changes in one or more variables in a species’ habitat, and a species’ 
response to those changes.  In particular, our response analyses for habitat-based assessments 
should establish that exposure pathways — or the route(s) that potential stressors take from their 
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source to listed species or critical habitat —are complete. For habitat-based assessments, this crite-
rion will require us to establish a complete connection from an Action, through a species’  habitat, 
to the species’ response to the changes in habitat (and support our assertion with evidence sup-
ported by literature) to establish a causal relationship between an Action and a species’ response. If 
exposure pathways are not complete, then potential stressors associated with an Action do not 
reach listed species or critical habitat and, therefore,  cannot cause a response. Similarly, our as-
sessments also should establish that (a) the exposure would precede the response; (b) the relation-
ship is biologically plausible based on current understanding of physical, chemical, and biotic 
processes and mechanisms; (c) the association between potential stressors and a response has been 
observed consistently in different studies and in different populations.

Finally, populations will generally respond to changes in the feature of their habitat that is the 
most limiting. The situation illustrated in Figure 5, for example, would have different conse-
quences if the population size was not limited by the quality and quantity of prey,  nesting sites, or 
resting sites; if none of these three habitat features limits the number of individuals an area can 
sustain, reducing one or more of these three features might not cause the population to respond. 
Habitat-based assessments assume that particular resources would impose limits on the number of 
individual animals an area could sustain at a particular level of health. That assumption fails if a 
population would not be limited by the quantity, quality,  or availability of resources as a result of 
the action. As a result, response analyses should establish that an Action’s effects are likely to 
change one or more features of a species’  habitat in ways that can be expected to create new limits 
on the size of a population or exacerbate limits that already exist.

5.0 Response Analyses for Designated Critical Habitat

Our response analyses for critical habitat will follow the general pattern for habitat-based assess-
ments: we will need to identify the actual resources that are likely to be affected by a proposed 
action because different resources have different implications for how listed species are likely to 
respond to an Action’s effects. Unlike habitat-based assessments, response analyses for critical 
habitat should establish relation-ships between an Action’s direct and indirect effects and the con-
stituent elements the Services included in the critical habitat designation. In particular, response 
analyses for critical habitat need to establish relationships between the overall value of the habitat 
for the conservation of listed species and an Action’s effects on specific constituent elements (rec-
ognizing that implicit constituent elements would also include spatial variables like the area of 
critical habitat, its spatial pattern, and connectivity).

6.0 Things to Keep in Mind When You Conduct Response Analyses

1. Response analyses allow you to translate exposures into risk.  Response analyses pro-
vide structured answers to questions about what is likely to happen to threatened and 
endangered species, designated critical habitat, or both when they are exposed to an Ac-
tion’s effects on the environment. Any investment you make in structuring your response 
analyses carefully makes the conclusions of your consultation more robust.
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2. Response analyses should be driven by the available evidence.  Although this will 
require you to gather evidence and evaluate any evidence you gather for reliability and 
relevance, these analyses should be as objective as possible. Treating response analyses 
as process of answering a series of neutral questions using the available evidence will 
help achieve this outcome.

3. Tailor your response analyses to the probable exposure. Response analyses should be 
specific to the Action’s effects as they will occur in space and over time, recognizing that 
the intensity of those effects will often attenuate over space and time. As we prepare our 
response analyses,  we need to remember that potential stressors — like sediment loading, 
some biocides, and sounds — can become less intense with increasing distance from a 
source and they can also become less intense as time passes, even close to a source.  For 
example, a prairie-fringed orchid (Platanthera spp.) that is exposed to an herbicide near 
the source of the application will probably exhibit different responses than the same or-
chid that is affected by wind-borne drift a kilometer from the application. Similarly, 
sedimentation would elicit different responses from species like Neosho madtom (Notu-
rus placidus),  loach minnow (Tiaroga cobitis), or steelhead smolt (Oncorhynchus mykiss) 
depending on the distance of those species from the source of the sediment; the species 
response might also change if the species is exposed to the sediment a few days, a week, 
or a month after the discharge occurred (in the latter case, the species might be exposed to 
both coarse and fine particles if it was in the area during the sediment discharge, but 
might be exposed only to fine particles after the coarse particles precipitated from the 
water column).

4. Tailor your response analyses to the listed resource. A plant’s or animal’s response to a 
potential stressor will often depend on its age or stage, sex, and its health condition and 
health history prior to being exposed to the new stressor. For example, seeds in a seed 
bank will have different responses to light,  crown fires than mature, annual plants; 
glochidia will have different responses to suspended sediment than adult mussels. Your 
response analyses should be sensitive to the age(s) or stage(s) of the listed resources that 
would be exposed to an Action’s effects; health condition of the individuals; the timing of 
that exposure in the annual cycle of listed resources (many animals may exhibit responses 
during one part of their annual cycle and not at others).

5. Establish causal relationships between exposure and response. This is an important 
step with any assessment approach, but is particularly important with habitat-based as-
sessments (see Appendix A for additional recommendations on this step). If you cannot 
establish a causal relationship between exposure to an Action’s effects and a listed re-
source’s response or if you cannot articulate why there is a causal relationship, you 
should re-evaluate your assessment.

6. Structure your response analyses to protect against Type II error.  As always, con-
cluding that a listed resource would have no response to an Action’s effects when, in fact, 
the resource would have substantial, adverse responses, could place the species at greater 
risk of extinction. You increase your chances of Type II error if you fail to identify poten-
tial responses, particularly sub-lethal or lethal responses. You can minimize this risk by 
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verifying the depth and breadth of your personal knowledge through careful searches of 
the scientific literature and other evidence (see the next section and the Evidence module 
of this course).

7.0 Dealing with Uncertainty and Unknowns

Despite the wealth of information available, you will encounter some situations where there is no 
evidence.  In those instances, you will need to use surrogates and make inferences about the prob-
able responses of listed resources based on the responses of those surrogates. The best approach to 
using surrogates is to move up through a species’  taxonomic sequence: that is, start with sub-
populations, move to populations, then subspecies, species, genus, family, class, and order. You 
need to remember that as the taxonomic group you may use as a surrogate becomes more removed 
from the listed species, you increase the risk of coming to a false conclusion.

You can reduce the risk of false conclusions by comparing the life cycles of your surrogates with 
the listed species (try to compare long-lived species with other long-lived species, compare species 
with delayed maturity with other species that also have delayed maturity) and comparing the tro-
phic position and ecologies of the two species (try to use top or mid-level predators as surrogates 
for other top or mid-level predators), and comparing species with analogous vital rates (try to 
compare slow-growing populations — that is, populations with low rates of increase — with other 
slow-growing populations). Rather than use a single surrogate, try to use multiple surrogates and 
make inferences from the entire set.

8.0 Strategies for Working with Action Agencies and Applicants

Although agencies have become accustomed to initiating consultations, then waiting to receive 
biological opinions, nothing requires the Services to do all of the work of consultation. During 
consultation, the Services can task Action Agencies, applicants, or both to help the Services con-
duct response analyses.  They (or their consultants) can conduct literature searches, gather other 
evidence for response analyses (for example, monitoring reports), as well as analyze the results of 
those searches.

Tradition will be the primary obstacle to using this kind of strategy: Action Agencies have become 
accustomed to initiating consultation then waiting for a biological opinion. Agencies will assume 
that once they have submitted a Biological Assessment and the information they must submit to 
initiate formal consultation (see 50 CFR 402.14(c)), that their responsibilities have ended. It is 
important to remember that this information is required to initiate a consultation, it is not the con-
sultation itself. 

As we have discussed several times in this course, you can help change that tradition by telling 
Action Agencies and applicants how you plan to conduct your assessment when you begin your 
consultation. During that discussion, you can establish the roles and responsibilities and expecta-
tions. When you respond to an Agency’s request to initiate formal consultation, you can also tell 
them that although they have provided the information that is required to initiate formal consulta-
tion,  additional information or analyses may be required to complete the analyses that are required 
to complete formal consultation (note that this strategy allows that our regulations only identify 
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the information required to begin a consultation which may be different than the information that 
is required to complete a consultation).

As always, it is important to remain reasonable with your requests and your expectations. You 
should not ask Action Agencies or applicants to provide you with information or analyses that you 
already have or that you can access more easily than they can (for example,  if the information is 
generated by Service personnel or by a State agency with Federal aid funds or recover funds, the 
Services would have more access to that information than most Action Agencies). You should not 
ask Action Agencies or applicants for analyses they cannot conduct or do not know how to con-
duct.

When you have complete your response analyses, you should consider providing Action Agencies 
and applicants with an opportunity to review and comment on your results (this will be more im-
portant in controversial consultations). Their review should be limited to substantive issues that 
can be supported with evidence, such as: 

1. our analyses omitted or neglected information or evidence that might lead to different 
conclusions (with the evidence provided or referenced), or

2. our search strategy omitted or neglected sources of relevant evidence (with the sources 
provided or referenced).

If you receive comments on response analyses, make certain that your administrative record con-
tains your written response to those comments.

9.0 Documenting Response Analyses

When your response analyses are complete, the administrative record for your consultation should 
have:

1. Any correspondence between the Services, Action Agencies, and applicants the relate to 
these analyses;

2. Copies of literature searches you, Action Agencies, or applicants might have conducted to 
complete these analyses, supported by specific information on the search strategy that 
was used to gather evidence;

3. Memoranda to the consultation file that identifies the information you used in your analy-
ses, evidence you discounted for your analyses (and an explanation of why),  how you 
analyzed any evidence in your analyses, and the results your analyses produced;

4. Letters, e-mail messages, memoranda, or other documentation of any reviews of your 
response analyses and how you addressed any comments you received.
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Glossary of Terms

Allostasis: maintaining stability through change, as a fundamental process through which organ-
isms actively adjust to both predictable and unpredictable events. Allostasis is a process that sup-
ports homeostatis as an organism’s life history stage change, its environment changes, or both. 
Allostasis is distinguished from homeostasis because the former is designed to keep homeostatic 
mechanisms in balance when an organism’s life history changes or its environment changes while 
homeostasis refers to stability in the physiological systems that are essential for the organism’s 
life.

Allostatic load: refers to the cumulative “costs,” usually in terms of energetic demands above 
those required for homeostasis, of allostasis or an allostatic state. An allostatic load can the result 
of the daily and seasonal routines organisms have to obtain food and survive combined with the 
extra energy organisms need to migrate, molt, breed, etc. Within limits, allostatic loads are adap-
tive responses to seasonal and other demands

Allostatic overload: a physiological state or states that occur when energetic demands (allostatic 
loads) from unpredictable events in the environment dramatically increase an organism’s energetic 
requirements and which serious pathophysiology can occur. Using the balance between energy 
input and expenditure as the basis for applying the concept of allostasis, McEwen and Wingfield 
(2003) proposed two types of allostatic overload.

a. Type 1 allostatic overload occurs when an organism’s energy demands exceed its energy 
income, resulting in activation of the emergency life history state (a survival mode that 
decreases allostatic loading and regains positive energy balance). When the stressors 
responsible for the allostatic overload abate, the organism can return to the physiological 
and energetic states characteristic of its normal life cycle. 

Example: breeding birds rely on the increased availability of food in the spring to raise 
their young. If inclement weather increases their homeostatic costs at the same time the 
birds face the additional demands of breeding and rearing young and also reduces the 
supply of food available to sustain the allostatic loads associated with breeding, then 
individual birds will face negative energy balances, loss of body mass, and suppression of 
reproduction.

b. Type 2 allostatic overload begins when there is sufficient or even excess energy con-
sumption accompanied by social conflict and other types of social dysfunction. The latter 
is the case in human society and certain situations affecting animals in captivity. In all 
cases, secretion of glucocorticosteroids and activity of other mediators of allostasis such 
as the autonomic nervous system, CNS neurotransmitters, and inflammatory cytokines 
wax and wane with allostatic load. If allostatic load is chronically high, then pathologies 
develop. Type 2 allostatic overload does not trigger an escape response, and can only be 
counteracted through learning and changes in the social structure.

Allostatic state: refers to altered and sustained activity levels of primary mediators (for example, 
glucocortisteroids) that integrate an organism’s physiology and associated behaviors with chang-
ing environments and challenges such as social interactions, weather, disease, predators, pollution, 
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etc. Allostatic states usually increase an organism’s energetic demands above basal levels and, 
consequently, can be sustained for limited periods of time when supplies or food or stored energy 
are available. If an organism’s allostatic state continues for long periods of tie or becomes inde-
pendent of adequate energy reserves, then symptoms of allostatic overload appear.

Association: an association exists if two variables appear to be related by a mathematical relation-
ship; that is, a change of one appears to be related to the change in the other. An association is nec-
essary for a causal relationship to exist but an association alone does not establish a causal rela-
tionship. Correlation coefficients or risk measures often quantify associations.  There are two basic 
types of associations:

a. Negative association (Inverse Relationship): The magnitude of one variable appears to 
move in the opposite direction of the other associated variable. The  correlation coeffi-
cient is negative and, if the relationship is causal,  higher levels of the risk factor are pro-
tective against the outcome. 

b. Positive association (Direct Relationship): The magnitudes of both variables appear to 
move together up or down. The correlation coefficient is positive and,  if the  relationship 
is causal, higher levels of the risk factor cause more of the outcome. 

Critical appraisal: the concepts and methods of critical thinking used to answer the key question 
“How good (strong) is the evidence for that?” when evaluating evidence for use in the practice of 
clinical medicine, whether the evidence is from clinical observations, laboratory results, scientific 
literature, or other sources (after answering the question “What is the evidence for that?”). 

Critical stimulus level: the stimulus level (current, dose, energy, stress, voltage, etc.) that is just 
sufficient to cause a response in a specimen tested. If the specimen is subjected to a stimulus level 
below its critical stimulus level it will not respond. If it is subjected to a stimulus level above its 
critical stimulus level it will respond 

Critical thinking: the disciplined ability and willingness to assess evidence and claims,  to seek a 
breadth of contradicting as well as confirming information, to make objective judgments on the 
basis of well supported reasons as a guide to belief and action,  and to monitor one’s thinking while 
doing so (metacognition). The thinking process that is appropriate for critical thinking depends on 
the knowledge domain (e.g.: scientific, mathematical, historical, anthropological, economic, philo-
sophical, moral) but the universal criteria are: clarity, accuracy, precision, consistency, relevance, 
sound empirical evidence, good reasons, depth, breadth and fairness.

Determinant: any factor, whether event, characteristic, or other definable entity, that brings about 
a change in health condition or other defined characteristic.

Determinant, distal (distant): an established or postulated factor that is remote or far apart in 
position, time, or resemblance to the outcome of concern, making it difficult to discern or trace the 
causal pathway. An example is atmospheric contamination with ozone-destroying substances that 
may increase the risk of skin cancer. Also upstream determinant.

Determinant, proximal (proximate): an established or postulated factor that is nearest in time, 
distance, or both to an outcome of concern. The causal pathway is clearly defined and allows a 
confident assertion or the causal linkage between the determinant and the outcome.
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Ecological response analysis: a step in the process of characterizing ecological effects that ex-
amines three primary elements: (a) the relationship between stressor levels and ecological effects, 
also called stressor-response analysis; (b) the plausibility of effects occurring as a result of expo-
sure; and (c) linkages between measurable ecological effects and assessment endpoints when the 
latter cannot be directly measured.

Ecological trap. in an environment that has been altered suddenly by human activities, an organ-
ism makes a maladaptive habitat choice based on formerly reliable environmental cues, despite the 
availability of higher quality habitat. An ecological trap is a specific type of EVOLUTIONARY TRAP.

Effect modifier: a factor that modifies the effect of a putative causal factor under study. For ex-
ample, age is an effect modifier for many conditions. Effect modification is detected by varying 
the selected effect measure for the factor under study across levels of another factor. 

Latent effects: direct or indirect stimuli that have a delayed response in an individual, population, 
or species that is exposed to those stimuli (at levels, intensities, frequencies, or durations that 
would be expected to elicit a response). Latent effects can be positive or negative. For example, a 
prescribed burn that is conducted in the fall would have latent, beneficial effects on individuals, 
populations, or species that depends on the post-burn vegetative community.

Latent period: the time between the biologic onset of a disease or condition and the detection of 
the disease or condition.  For example, because we census sea turtles based on counts of adult fe-
males, there may be a long latent period before we might detect the effects of juvenile and sub-
adult mortalities on a population’s trend. Detection can be clinical, with the appearance of clinical 
signs,  or detection can be sub-clinical,  which require positive diagnostic tests.

Lines of evidence: Information derived from different sources or by different techniques that can 
be used to describe and interpret risk estimates. Unlike the term ``weight of evidence,'' it does not 
necessarily imply assignment of quantitative weightings to information.

Measurement of  response. The assignment of numbers to responses or to response-instances ac-
cording to the rules of measurement.  Measures include amplitude of response, intensity of re-
sponse, latency of responses, probability of response,  rate of response (V).

Shelford’s law of tolerance: a law proposed by V.E. Shelford which states that an organism’s 
presence and success depend on the extent to which a complex of conditions is satisfied (for ex-
ample, the organism’s climatic,  topographic, and biological requirements).  By extension, an or-
ganism’s absence or failure can be controlled by qualitatively or quantitatively reducing or in-
creasing any one of several factors to approach of exceed the organism’s limits of tolerance for 
that factor.

Stress: the response of a system to a stressor, which may include adaptation or functional disorder. 
An internal state brought about by a stressor.

Stress ecology: Seyle (1950) provided what has become the classical definition of stress in a trea-
tise that dealt with the concept of stress from the perspective of modern medicine. He defined 
stress as the sum of all physiological responses by which an animal attempts to maintain or re-
establish a normal metabolism in the face of a physical or chemical force.  
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Brett (1958) redefined stress so that it would encompass non-human animals. He defined stress as 
“a state produced by an environmental or other factor which extends the adaptive responses of an 
animal beyond the normal range,  or which disturbs the normal functioning to such an extent that, 
in either case, the chances of survival are significantly reduced.” He phrased this definition to 
make it possible to (1) identify a normal range of responses, (2) quantify stress by measurements 
of changes in performance from normal levels, and (3) recognize that stress is disadvantageous to 
the organism affected by it.

More recent definitions of stress either accept and reject Brett's (1958) definition of stress as a 
state that is detrimental to an organism. Bayne (1975), Odum (1971), Odum et al. (1979), and 
Lugo (1978) stated that a definition of stress should indicate that it is detrimental to an organism 
or ecosystem. However, Esch and Hazen (1978), Esch et al. (1975), and Seyle (1974) stated that a 
stressor can have a neutral effect on a stressed system as well as a detrimental one. In his review of 
the subject,  Seyle (1974) indicated that, in the context of human medicine, stress does not always 
result in reduced viability and distinguished between forms of stress that could result in beneficial 
effects and those that were detrimental to the human system. He applied the term eustress  to phe-
nomena that challenge the human system in a manner that results in development of an adaptive 
response that enhances human welfare.  He applied the term distress  to phenomena that initiate 
processes of system failure characterized by irreversible physiological transformations which lead 
ultimately to death. 

To allow for the existence of stressors that can be beneficial to a system as well as those that are 
detrimental,  Esch et al. (1975) defined stress as "the effect of any force which tends to extend any 
homeostatic or stabilizing process beyond its normal limit, at any level of biological organization.” 
By defining stress in this manner, Esch et al.  (1975) not only allowed stress to be beneficial, they 
also expanded the definitions of Brett (1958) and Seyle (1950, 1952, 1956, 1974) to encompass 
any biological or ecological entity. By including the phrase “homeostatic or stabilizing process,” 
this definition also makes it implicit that ecosystems have stabilizing forces operating within them 
that are comparable to those operating within organisms.  

Bayne (1975) defined stress as “measurable alteration of a physiological (or behavioral, biochemi-
cal,  or cytological) steady-state which is induced by an environmental change, and which renders 
the individual (or the population or community) more vulnerable to further environmental 
change.” Bayne (1975) believed that the definition of stress should include a demonstration of 
“disadvantageous,” but recognized that measurement of survival potential is difficult.

Barrett et al. (1976) defined stress simply as a perturbation [stressor] applied to a system which is 
(a) foreign to that system,  or (b) which is natural to a system, but applied at an excessive level 
(e.g., nitrogen, phosphorus, or water).  Problems with this definition are that it lacks the concept of 
“disadvantage” that was introduced in earlier definitions. As Odum et al. (1979) indicated, the 
concept of stress should refer to negative deflections.

Lugo (1978) re-emphasized that an important characteristic of stressed systems is that, in them, 
energy expenditure increased or potential energy decreased. Both Lugo (1978) and Odum et al. 
(1979) provided discussions which support the conclusion that stress places an organism or system 
at a disadvantage since a continued increase in energy expenditure is incompatible with survival.
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Stress regime: the term ``stress regime'' has been used in at least three distinct ways: (1) to char-
acterize exposure to multiple chemicals or to both chemical and non-chemical stressors (more 
clearly described as multiple exposure, complex exposure, or exposure to mixtures), (2) as a syno-
nym for exposure that is intended to avoid overemphasis on chemical exposures, and (3) to de-
scribe the series of interactions of exposures and effects resulting in secondary exposures, secon-
dary effects and, finally, ultimate effects (also known as risk cascade [Lipton et al., 1993], or 
causal chain, causal network,  or causal pathway [Andrewartha and Birch, 1984]).

Stressor: any physical,  chemical, or biological entity that can induce an adverse response (syn-
onymous with agent). Any condition or situation that causes a system to mobilize its resources and 
increase its energy expenditure (Seyle 1956, Fitch and Johnson 1977).

Stressor-response analysis: the process of identifying relationships between stressors and re-
sponses to those stressors. These analyses determine if (a) the assessment requires point estimates 
or stressor-response curves; (b) the assessment requires establishment of a “no-effect” level; (c) 
cumulative distributions would help the assessment; and (d) the analyses would be used as inputs 
to process models.

Stressor-response profile: the product of characterization of ecological effects in the analysis 
phase of ecological risk assessment. A stressor-response profile summarizes the data on the effects 
of a stressor and the relationship of the data to an assessment endpoint.

Susceptibility: having a constitution or temperament that is open, subject, or nonresistant to an 
agency, influence, intervention, or stimulus.

Threshold dose: the dose above which effects occur.

Threshold phenomena: events or changes that only occur after a certain level of a characteristic 
is reached (also called a “tipping point”).

Vitality: an abstract property that changes with the moment-to-moment experiences of an organ-
ism. An organism’s resistance to disease, level of stress, behavior, success and failure in feeding, 
frequency of predator attacks, mating, parental care, and habitat choice all induce incremental 
changes in vitality. By definition the vitality based mortality is stochastic and mortality occurs 
when vitality reaches zero. Mortality can also occur independent of an organism’s vitality through 
an accidental based mortality (Anderson 1992, 2000).

Weight-of-Evidence: the process by which measurement endpoints are related to an assessment 
endpoint to evaluate whether a significant risk of harm is posed to an ecological entity. The ap-
proach is planned and initiated at the problem formulation stage of an ecological risk assessment 
and results are integrated at the risk characterization stage.
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